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#### Abstract

A lattice Boltzmann model for two-dimensional wave equation is proposed by using the higher-order moment method. The higher-order moment method is based on the solution of a series of partial differential equations obtained by using multiscale technique and Chapman-Enskog expansion. In order to obtain the lattice Boltzmann model for the wave equation with higher-order accuracy of truncation errors, we removed the second-order dissipation term and the third-order dispersion term by employing the moments up to fourth order. The reversibility in time appears owing to the absence of the second-order dissipation term and the third-order dispersion term. As numerical examples, some classical examples, such as interference, diffraction, and wave passing through a convex lens, are simulated. The numerical results show that this model can be used to simulate wave propagation.
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## I. INTRODUCTION

The lattice Boltzmann method (LBM) has been introduced as a new computational tool for the study of fluid dynamics and systems governed by partial differential equations. In the last 20 years, it has been developed as an alternative method for computational fluid dynamics. The LBM originated from a Boolean fluid model known as the lattice gas automata (LGA) [1,2] originally developed to overcome certain drawbacks such as the presence of statistical noise and lack of Galilean invariance of LGA for modeling fluid flow based on kinetic theory [3-7]. Many lattice Boltzmann models have been used to simulate formidable problems such as multiphase flows [8-10], multicomponent flows [11-13], porous media flows [14], flows of suspensions [15,16], compressible flows [17-19], and steady-state flows [20,21]. Additionally, lattice Boltzmann models have been developed to simulate linear and nonlinear partial differential equations such as the Burgers equation [22,23], the Korteweg-de Vries (KdV) equation [24], the Lorenz equations [25], the Schrödinger equation [26-29], the Poisson equation [30,31], and the wave propagation [32-51].

Unlike conventional numerical methods based on macroscopic continuum equation, these LBMs start from mesoscopic kinetic equation, say, the lattice Boltzmann equation, to determine macroscopic fluid flows. Their kinetic nature brings certain advantages over conventional numerical methods, such as their algorithmic simplicity, parallel computation, easy handing of complex boundary conditions, and efficient numerical simulations. Especially their algorithmic simplicity and the flexibility to select equilibrium distribution functions are outstanding advantages.

A number of significantly refined lattice gas and lattice Boltzmann models are proposed for the wave motions. Lattice gas automata for wave propagation [32-36] and acoustic wave [37-39] are given. On the other hand, lattice Boltzmann models for wave motion [40-44], shallow water wave [45], wave propagation in plasmas [46], gravity-capillary in-

[^0]ternal wave [47], acoustic wave [48,49], and light wave propagation [50,51] were proposed.

There are two basic problems in the lattice Boltzmann method for wave propagation: (1) how to improve the accuracy of lattice Boltzmann models and (2) how to obtain higher-order accuracy boundary conditions for some complex systems. In this paper, we focus on the first problem.

In order to solve problem (1), we will use a series of partial differential equations in different time scales and higher-order moment method to build wave equation and select suitable forms of the second-order dissipation term and the third-order dispersion term to improve the reversibility of the wave propagation.

In this paper, three open issues on the lattice Boltzmann model are considered. The first issue concerns the approach of how to obtain a higher-order truncation error. If the multiscale technique and the Chapman-Enskog expansion are used, then how many partial differential equations of the series are enough, how many higher-order moments are enough, and what forms of these moments will be. The second issue concerns numerical convergence, numerical stability. What is the trend of the relation between errors and the Knudsen number $\varepsilon$. The third issue concerns how to describe the reversibility in time for wave propagation. The reversibility is regarded as the invariability in form for the wave equation when the time is reversed. If the reversibility in time is used to the lattice Boltzmann model, what is the necessary condition that would be obtained.

In order to simulate a few wave phenomena, such as the interference, diffraction, and propagation of wave passing through a convex lens, we consider linear wave equations,

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{j}}{\partial x_{j}}=0 \\
\frac{\partial \rho u_{i}}{\partial t}+a^{2} \frac{\partial \rho \delta_{i j}}{\partial x_{j}}=0 \tag{1}
\end{gather*}
$$

where $\rho, \mathbf{u}$, and $a$ are the density, the velocity, and the wave speed in a medium, respectively. By simple operating, Eqs. (1) can be returned as the form $[52,53,59]$

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial t^{2}}=a^{2} \nabla^{2} \phi \tag{2}
\end{equation*}
$$

In the linear wave equation [Eq. (2)], the quantity $\phi$ expresses density $\rho$ and velocity $\mathbf{u}$.

Equations (1) are similar to the Euler equations in fluid flows. In fact, the Euler equations will become the above equations if the assumption of small disturbance or small amplitude is employed. The target in the paper is to design a model for Eqs. (1) by using lattice Boltzmann method. However, the strategy selected is not to simulate the wave equation directly by employing the LBM. One reason is that the equation for wave cannot reflect the information of all the physical quantities such as density, velocity of flows, etc. And thus the properties for sound wave but not for wave in another form may be lost, such as the reversibility in time. Another reason is that higher-order moments of the equilibrium distribution function possess simple forms.

This paper is organized as follows, in Sec. II, a lattice Boltzmann model is described. In Sec. III, we give some numerical examples, and Sec. IV gives conclusions.

## II. LATTICE BOLTZMANN MODEL

## A. Series of partial differential equations in different time scales

The distribution function $f_{\alpha}(\mathbf{x}, t)$ is defined as one-particle distribution function of unit mass with velocity $\mathbf{e}_{\alpha}$, at time $t$, position $\mathbf{x}$, here $\alpha=1, \ldots, b$ denote moving particles, $\alpha=0$ represents rest particle. The macroscopic variables, mass, and momentum are defined as

$$
\begin{align*}
\rho & \equiv \sum_{\alpha} m_{\alpha} f_{\alpha}(\mathbf{x}, t)  \tag{3}\\
\rho u_{j} & \equiv \sum_{\alpha} m_{a} f_{\alpha}(\mathbf{x}, t) e_{\alpha j}, \tag{4}
\end{align*}
$$

where $m_{\alpha}$ is the mass of particle. We assume that $m_{\alpha}=m$ for $\alpha \neq 0$ and $m_{\alpha}=m_{0}$ when $\alpha=0$.

We assume $f_{\alpha}(\mathbf{x}, t)$ possesses the equilibrium distribution function $f_{\alpha}^{e q}(\mathbf{x}, t)$, and it meets the conservation conditions

$$
\begin{align*}
\sum_{\alpha} m_{\alpha} f_{\alpha}^{e q}(\mathbf{x}, t) & =\sum_{\alpha} m_{\alpha} f_{\alpha}(\mathbf{x}, t),  \tag{5}\\
\sum_{\alpha} m_{\alpha} f_{\alpha}^{e q}(\mathbf{x}, t) e_{\alpha j} & =\sum_{\alpha} m_{\alpha} f_{\alpha}(\mathbf{x}, t) e_{\alpha j} . \tag{6}
\end{align*}
$$

The distribution function $f_{\alpha}(\mathbf{x}, t)$ satisfies the lattice Boltzmann equation,

$$
\begin{equation*}
f_{\alpha}\left(\mathbf{x}+\mathbf{e}_{\alpha}, t+1\right)-f_{\alpha}(\mathbf{x}, t)=-\frac{1}{\tau}\left[f_{\alpha}(\mathbf{x}, t)-f_{\alpha}^{e q}(\mathbf{x}, t)\right] \tag{7}
\end{equation*}
$$

where $\tau$ is the single-relaxation time factor.
Using a small parameter $\varepsilon$ in numerical simulation, we take it equal to the time step $\Delta t$, and $\varepsilon=\Delta x / c$, where $\Delta x$ is the spatial step and $c$ is the speed of particle. Therefore, $\varepsilon$
can play the role of the Knudsen number [41]. In this case, the lattice Boltzmann equation [Eq. (7)] can be written as

$$
\begin{equation*}
f_{\alpha}\left(\mathbf{x}+\varepsilon \mathbf{e}_{\alpha}, t+\varepsilon\right)=f_{\alpha}(\mathbf{x}, t)-\frac{1}{\tau}\left[f_{\alpha}(\mathbf{x}, t)-f_{\alpha}^{e q}(\mathbf{x}, t)\right] \tag{8}
\end{equation*}
$$

Taylor expansion is used to Eq. (8), retaining terms up to $O\left(\varepsilon^{7}\right)$; we have

$$
\begin{align*}
f_{\alpha}\left(\mathbf{x}+\varepsilon \mathbf{e}_{\alpha}, t+\varepsilon\right)-f_{\alpha}(\mathbf{x}, t)= & \sum_{n=1}^{6} \frac{\varepsilon^{n}}{n!}\left(\frac{\partial}{\partial t}+\mathbf{e}_{\alpha} \frac{\partial}{\partial \mathbf{x}}\right)^{n} f_{\alpha}(\mathbf{x}, t) \\
& +O\left(\varepsilon^{7}\right) \tag{9}
\end{align*}
$$

The Chapman-Enskog expansion [54] is applied to $f_{\alpha}(\mathbf{x}, t)$ under the assumption of small Knudsen number $\varepsilon$; it is

$$
\begin{equation*}
f_{\alpha}=\sum_{n=0}^{6} \varepsilon^{n} f_{\alpha}^{(n)}+O\left(\varepsilon^{7}\right) \tag{10}
\end{equation*}
$$

Introducing $t_{0}, t_{1}, t_{2}$ as different scale times, we define them as

$$
\begin{equation*}
t_{i}=\varepsilon^{i} t, \quad i=0,1, \ldots, 6 \tag{11}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial}{\partial t}=\sum_{n=0}^{6} \varepsilon^{n} \frac{\partial}{\partial t_{n}}+O\left(\varepsilon^{7}\right) \tag{12}
\end{equation*}
$$

We can obtain a series of partial differential equations as the following:

$$
\begin{gather*}
\Delta f_{\alpha}^{(0)}=-\frac{1}{\tau} f_{\alpha}^{(1)}, \\
\frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+C_{2} \Delta^{2} f_{\alpha}^{(0)}=-\frac{1}{\tau} f_{\alpha}^{(2)}, \\
C_{3} \Delta^{3} f_{\alpha}^{(0)}+2 C_{2} \Delta \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+\frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}=-\frac{1}{\tau} f_{\alpha}^{(3)},  \tag{15}\\
C_{4} \Delta^{4} f_{\alpha}^{(0)}+3 C_{3} \Delta^{2} \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+2 C_{2} \Delta \frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}+\frac{\partial}{\partial t_{3}} f_{\alpha}^{(0)}+C_{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)} \\
=-\frac{1}{\tau} f_{\alpha}^{(4)},  \tag{16}\\
C_{5} \Delta^{5} f_{\alpha}^{(0)}+4 C_{4} \Delta^{3} \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+3 C_{3} \Delta^{2} \frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}+2 C_{2} \Delta \frac{\partial}{\partial t_{3}} f_{\alpha}^{(0)} \\
+\frac{\partial}{\partial t_{4}} f_{\alpha}^{(0)}+3 C_{3} \Delta \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)}+2 C_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{2}} f_{\alpha}^{(0)}=-\frac{1}{\tau} f_{\alpha}^{(5)}, \tag{17}
\end{gather*}
$$

$$
\begin{align*}
& C_{6} \Delta^{6} f_{\alpha}^{(0)}+5 C_{5} \Delta^{4} \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+4 C_{4} \Delta^{3} \frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}+3 C_{3} \Delta^{2} \frac{\partial}{\partial t_{3}} f_{\alpha}^{(0)} \\
& \quad+2 C_{2} \Delta \frac{\partial}{\partial t_{4}} f_{\alpha}^{(0)}+\frac{\partial}{\partial t_{5}} f_{\alpha}^{(0)}+6 C_{4} \Delta^{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)} \\
& \quad+6 C_{3} \Delta \frac{\partial^{2}}{\partial t_{1} \partial t_{2}} f_{\alpha}^{(0)}+2 C_{2} \frac{\partial^{2}}{\partial t_{1} \partial t_{3}} f_{\alpha}^{(0)}+C_{3} \frac{\partial^{3}}{\partial t_{1}^{3}} f_{\alpha}^{(0)} \\
& \quad+C_{2} \frac{\partial^{2}}{\partial t_{2}^{2}} f_{\alpha}^{(0)}=-\frac{1}{\tau} f_{\alpha}^{(6)} \tag{18}
\end{align*}
$$

where $f_{\alpha}^{(0)} \equiv f_{\alpha}^{e q}$ and the partial differential operator $\Delta$ $\equiv \partial / \partial t_{0}+\mathbf{e}_{\alpha}(\partial / \partial \mathbf{x})$.

Equations (13)-(18) are so-called series of partial differential equations in different time scales. It is suitable for one-dimensional, two-dimensional, and three-dimensional cases. Five polynomials of the relaxation time factor $\tau$ in Eqs. (13)-(18) are found; they are the following:

$$
\begin{gather*}
C_{1}=1,  \tag{19}\\
C_{2}=\frac{1}{2}-\tau,  \tag{20}\\
C_{3}=\tau^{2}-\tau+\frac{1}{6}=C_{2}^{2}-\frac{1}{12},  \tag{21}\\
C_{4}=-\tau^{3}+\frac{3}{2} \tau^{2}-\frac{7}{12} \tau+\frac{1}{24}=C_{2}^{3}-\frac{1}{6} C_{2},  \tag{22}\\
C_{5}=\tau^{4}-2 \tau^{3}+\frac{5}{4} \tau^{2}-\frac{1}{4} \tau+\frac{1}{120}=C_{2}^{4}-\frac{1}{4} C_{2}^{2}+\frac{1}{120},  \tag{23}\\
C_{6}=-\tau^{5}+\frac{5}{2} \tau^{4}-\frac{13}{6} \tau^{3}+\frac{3}{4} \tau^{2}-\frac{31}{360} \tau+\frac{1}{720}=C_{2}^{5}-\frac{1}{3} C_{2}^{3}+\frac{17}{720} C_{2} . \tag{24}
\end{gather*}
$$

Equations (19)-(24) are the first six Bernoulli polynomials, which are in full agreement with the results in the literature [55]. They can be used to indicate coefficients of the dispersion term and the dissipation term to the modified macroscopic equation.

## B. Moments of the equilibrium distribution function

Combining Eqs. (3)-(6), we have

$$
\begin{equation*}
\sum_{\alpha} f_{\alpha}^{(n)}(\mathbf{x}, t) m_{\alpha}=0, \quad \sum_{\alpha} f_{\alpha}^{(n)}(\mathbf{x}, t) m_{\alpha} e_{\alpha j}=0, \quad n \geq 1 \tag{25}
\end{equation*}
$$

Other moments of the equilibrium distribution function are denoted as the following:

$$
\begin{align*}
\sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)}(\mathbf{x}, t) e_{\alpha i} e_{\alpha j} & \equiv \pi_{i j}^{0}(\mathbf{x}, t),  \tag{26}\\
\sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)}(\mathbf{x}, t) e_{\alpha i} e_{\alpha j} e_{\alpha k} & \equiv P_{i j k}^{0}(\mathbf{x}, t),  \tag{27}\\
\sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)}(\mathbf{x}, t) e_{\alpha i} e_{\alpha j} e_{\alpha k} e_{\alpha m} & =Q_{i j k m}^{0}(\mathbf{x}, t) . \tag{28}
\end{align*}
$$

Multiplying $m_{\alpha}$ and summing Eq. (13) with respect to $\alpha$, we obtain

$$
\begin{equation*}
\frac{\partial \rho}{\partial t_{0}}+\frac{\partial \rho u_{j}}{\partial x_{j}}=0 \tag{29}
\end{equation*}
$$

Multiplying $m_{\alpha}$ and $e_{\alpha i}$ and summing Eq. (13) over $\alpha$, we have

$$
\begin{equation*}
\frac{\partial \rho u_{i}}{\partial t_{0}}+\frac{\partial \pi_{i j}^{0}}{\partial x_{j}}=0 \tag{30}
\end{equation*}
$$

If we select

$$
\begin{equation*}
\pi_{i j}^{0}=\sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)} e_{\alpha i} e_{\alpha j}=\lambda m \rho \delta_{i j} \tag{31}
\end{equation*}
$$

we have the wave equations in time scale $t_{0}$,

$$
\begin{gather*}
\frac{\partial \rho}{\partial t_{0}}+\frac{\partial \rho u_{j}}{\partial x_{j}}=0  \tag{32}\\
\frac{\partial \rho u_{i}}{\partial t_{0}}+\lambda m \frac{\partial \rho \delta_{i j}}{\partial x_{j}}=0, \tag{33}
\end{gather*}
$$

where $\lambda$ is a parameter to be determined by the wave speed. Operating (13) $+(14) \varepsilon+(15) \varepsilon^{2}+(16) \varepsilon^{3}$, multiplying $m_{\alpha}$, and summing over $\alpha$, we have

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\frac{\partial \rho u_{j}}{\partial x_{j}}+E_{1}+E_{2}+E_{3}=O\left(\varepsilon^{4}\right) \tag{34}
\end{equation*}
$$

Making (13) $+(14) \varepsilon+(15) \varepsilon^{2}+(16) \varepsilon^{3}$, multiplying $m_{\alpha}$ and $e_{\alpha i}$, and summing over $\alpha$, we have

$$
\begin{equation*}
\frac{\partial \rho u_{i}}{\partial t}+\frac{\partial \pi_{i j}^{0}}{\partial x_{j}}+R_{1}+R_{2}+R_{3}=O\left(\varepsilon^{4}\right) \tag{35}
\end{equation*}
$$

In Eqs. (34) and (35),

$$
\begin{equation*}
E_{1}=\varepsilon \sum_{\alpha} m_{\alpha} C_{2} \Delta^{2} f_{\alpha}^{(0)} \tag{36}
\end{equation*}
$$

$$
\begin{equation*}
E_{2}=\varepsilon^{2} \sum_{\alpha} m_{\alpha}\left(2 C_{2} \Delta \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+C_{3} \Delta^{3} f_{\alpha}^{(0)}\right) \tag{37}
\end{equation*}
$$

$$
\begin{gather*}
E_{3}=\varepsilon^{3} \sum_{\alpha} m_{\alpha}\left(C_{4} \Delta^{4} f_{\alpha}^{(0)}+3 C_{3} \Delta^{2} \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}\right. \\
\left.+2 C_{2} \Delta \frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}+C_{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)}\right)  \tag{38}\\
R_{1}=\varepsilon \sum_{\alpha} m_{\alpha} e_{\alpha i} C_{2} \Delta^{2} f_{\alpha}^{(0)} \tag{39}
\end{gather*}
$$

$$
\begin{equation*}
R_{2}=\varepsilon^{2} \sum_{\alpha} m_{\alpha}\left(2 C_{2} \Delta \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+C_{3} \Delta^{3} f_{\alpha}^{(0)}\right) e_{\alpha i} \tag{40}
\end{equation*}
$$

$$
\begin{align*}
R_{3}= & \varepsilon^{3} \sum_{\alpha} m_{\alpha}\left(C_{4} \Delta^{4} f_{\alpha}^{(0)}+3 C_{3} \Delta^{2} \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}\right. \\
& \left.+2 C_{2} \Delta \frac{\partial}{\partial t_{2}} f_{\alpha}^{(0)}+C_{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)}\right) e_{\alpha i} \tag{41}
\end{align*}
$$

According to Eqs. (34) and (35), the modified wave equation for Eq. (2) is

$$
\begin{align*}
& \frac{\partial^{2} \rho}{\partial t^{2}}-\frac{\partial^{2} \pi_{i j}^{0}}{\partial x_{i} \partial x_{j}}+\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}}+\frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}}+\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}} \\
& \quad=O\left(\varepsilon^{4}\right) \tag{42}
\end{align*}
$$

Obviously, the second-order dissipation term and the thirdorder dispersion term of the modified macroscopic equation [Eq. (42)] are

$$
\begin{align*}
& T_{2}=\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}}  \tag{43}\\
& T_{3}=\frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}} \tag{44}
\end{align*}
$$

In order to remove the dissipation term and the dispersion term, other two moments are used,

$$
\begin{gather*}
P_{i j k}^{0}=\frac{1}{3} \lambda m \rho\left(u_{i} \delta_{j k}+u_{j} \delta_{i k}+u_{k} \delta_{i j}\right)  \tag{45}\\
Q_{i j k l}^{0}=\frac{1}{3} \lambda^{2} m^{2} \rho\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \tag{46}
\end{gather*}
$$

The detailed derivations of error terms $T_{2}$ and $T_{3}$ are given in Appendix. They are

$$
\begin{equation*}
T_{2}=\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}}=-\frac{\partial R_{1}}{\partial x_{i}}=-\frac{\partial}{\partial x_{i}} \varepsilon C_{2} \frac{\partial}{\partial x_{k}}\left(\frac{\partial \pi_{k i}^{0}}{\partial t_{0}}+\frac{\partial P_{i j k}^{0}}{\partial x_{j}}\right)=0 \tag{47}
\end{equation*}
$$

$$
\begin{align*}
T_{3} & =\frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}}=-\frac{\partial R_{2}}{\partial x_{i}} \\
& =-\varepsilon^{2} C_{3} \frac{\partial}{\partial x_{i}}\left\{\frac{\partial}{\partial x_{k}}\left[\frac{\partial}{\partial x_{m}}\left(\frac{\partial P_{i k m}^{0}}{\partial t_{0}}+\frac{\partial Q_{i j k m}^{0}}{\partial x_{j}}\right)\right]\right\} \\
& =0 \tag{48}
\end{align*}
$$

Based on $\pi_{i j}^{0}=\lambda m \rho \delta_{i j}$, Eq. (42) becomes

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial t^{2}}=\lambda m \frac{\partial^{2} \rho}{\partial x_{j} \partial x_{j}}+O\left(\varepsilon^{3}\right) \tag{49}
\end{equation*}
$$

Therefore, we have obtained wave equation with third-order accuracy of the truncation errors.

## C. Equilibrium distribution function

Let us consider a two-layer $b$-side regular polygon lattice with $2 b$ links that connect the center site to $2 b$ neighbor nodes. We assume that the particles moving along the link with velocity $\mathbf{e}_{\alpha}$ are divided into three kinds, $\left|\mathbf{e}_{\alpha}\right|=c,\left|\mathbf{e}_{\alpha}\right|$ $=2 c$, and $\left|\mathbf{e}_{\alpha}\right|=0$, where $c$ is the speed of particles in a direc-


FIG. 1. Two-dimensional three-speed 9 bit lattice, $b=4$.
tion of small $b$-side regular polygon (see Fig. 1). So it is actually a $2 b+1$ bit model with three speeds, $0, c$, and $2 c$, i.e.,

$$
\left|\mathbf{e}_{\alpha}\right|= \begin{cases}c, & \alpha=1, \ldots, b  \tag{50}\\ 2 c, & \alpha=b+1, \ldots, 2 b \\ 0, & \alpha=0\end{cases}
$$

Assuming the equilibrium distribution function has the form

$$
\begin{gather*}
f_{\alpha}^{(0)}=A_{0} \rho+A_{2} e_{\alpha j} \rho u_{j}, \quad \alpha=1, \ldots, b, \\
f_{\alpha}^{(0)}=B_{0} \rho+B_{2} e_{\alpha j} \rho u_{j}, \quad \alpha=b+1, \ldots, 2 b, \\
f_{0}^{(0)}=D_{0} \rho \tag{51}
\end{gather*}
$$

we can find the parameters in Eq. (51) by using Eqs. (5), (6), (31), (45), and (46); they are

$$
\begin{align*}
& A_{0}=\frac{1}{12 b c^{4}}\left[16 \lambda D c^{2}-\frac{4}{3} D(D+2) \lambda^{2} m\right]  \tag{52}\\
& B_{0}=\frac{1}{12 b c^{4}}\left[-\lambda D c^{2}+\frac{1}{3} D(D+2) \lambda^{2} m\right], \tag{53}
\end{align*}
$$

$$
\begin{equation*}
D_{0}=\frac{1}{m_{0}}-\frac{m}{m_{0}} \frac{1}{12 c^{4}}\left[15 \lambda D c^{2}-D(D+2) \lambda^{2} m\right] \tag{54}
\end{equation*}
$$

$$
A_{2}=\frac{1}{12 b c^{4} m}\left[16 D c^{2}-\frac{4}{3} D(D+2) \lambda m\right]
$$

$$
\begin{equation*}
B_{2}=\frac{1}{12 b c^{4} m}\left[-D c^{2}+\frac{1}{3} D(D+2) \lambda m\right] \tag{56}
\end{equation*}
$$

In Eqs. (52)-(56), $D(=2)$ is the spatial dimension.

## D. Analysis of error term and Hirt's heuristic stability conditions

The error term of Eq. (42) is

$$
\begin{align*}
T_{4}=\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}}= & \varepsilon^{3} C_{4} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{m}} \frac{\partial}{\partial x_{j}} \frac{\partial}{\partial x_{l}} \\
& \times\left[-\frac{1}{3} \lambda^{2} m^{2} \Delta_{i j k m} \rho u_{l}+R_{i j k m l}^{0}\right] \tag{57}
\end{align*}
$$

where $\quad \Delta_{i j k m}=\delta_{i j} \delta_{k m}+\delta_{i k} \delta_{j m}+\delta_{i m} \delta_{j k}$. In Eq. (57), $R_{i j k l m}^{0}$ $=\Sigma_{\alpha} m_{\alpha} f_{\alpha}^{0} e_{\alpha i} e_{\alpha j} e_{\alpha k} e_{\alpha m} e_{\alpha l}$. According to the expression of equilibrium distribution function, we have

$$
\begin{equation*}
T_{4}=\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}}=-\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}+9 \beta\right) \nabla^{4}(\boldsymbol{\nabla} \cdot \rho \mathbf{u}) \tag{58}
\end{equation*}
$$

where $\nabla^{4}=\partial^{4} / \partial x_{i} \partial x_{i} \partial x_{k} \partial x_{k}$, and $\beta=\left[c^{2} / D(D+2)(D+4)\right]$ $\times\left[-4 D c^{2}+\frac{5}{3} D(D+2) \lambda m\right]$. The detailed derivation of error term $T_{4}$ is given in Appendix.

In Eq. (42), the fourth-order dissipation term is $T_{4}$ $=-\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}+9 \beta\right) \nabla^{4}(\boldsymbol{\nabla} \cdot \rho \mathbf{u})$. According to the Hirt's heuristic stability theory [56,57], the coefficient $\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}\right.$ $+9 \beta)>0$ is the necessary stability condition. Therefore, the stability of the lattice Boltzmann equation [Eq. (7)] is controlled by the condition $\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}+9 \beta\right)>0$.

## E. Wave speed and refraction ratio

According to Eq. (49), we obtain the wave speed as

$$
\begin{equation*}
c_{s}=\sqrt{\lambda m} \tag{59}
\end{equation*}
$$

Let us introduce the refraction ratio $n$. It is defined as a ratio of the free propagation speed $c / \sqrt{2}$ to the wave speed $c_{s}$; therefore

$$
\begin{equation*}
n^{2}=\frac{c^{2}}{2 c_{s}^{2}} \tag{60}
\end{equation*}
$$

According to Ref. [40], we select

$$
\begin{equation*}
\frac{m_{0}}{m}=2 \sqrt{n^{2}-1} \tag{61}
\end{equation*}
$$

## F. Reversibility in time for wave propagation

The reversibility is regarded as the invariability in form for the wave equation when the time is reversed. We replace $t$ by $-t$; Eq. (42) becomes

$$
\begin{align*}
\frac{\partial^{2} \rho}{\partial t^{2}} & -\frac{\partial^{2} \pi_{i j}^{0}}{\partial x_{i} \partial x_{j}}-\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}}-\frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}}-\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}} \\
& =O\left(\varepsilon^{4}\right) \tag{62}
\end{align*}
$$

The error terms are

$$
\begin{equation*}
T_{2}^{\prime}=-\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}} \tag{63}
\end{equation*}
$$

$$
\begin{align*}
& T_{3}^{\prime}=-\frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}},  \tag{64}\\
& T_{4}^{\prime}=-\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}} . \tag{65}
\end{align*}
$$

Based on Eqs. (A1), (A5), and (A12) in Appendix, we obtain

$$
\begin{gather*}
T_{2}^{\prime}=-\frac{\partial R_{1}}{\partial x_{i}}=T_{2}=0,  \tag{66}\\
T_{3}^{\prime}=-\frac{\partial R_{2}}{\partial x_{i}}=T_{3}=0,  \tag{67}\\
T_{4}^{\prime}=-\frac{\partial R_{3}}{\partial x_{i}}=T_{4} . \tag{68}
\end{gather*}
$$

Thus, Eq. (62) becomes

$$
\begin{equation*}
\frac{\partial^{2} \rho}{\partial t^{2}}=\lambda m \frac{\partial^{2} \rho}{\partial x_{j} \partial x_{j}}+O\left(\varepsilon^{3}\right) \tag{69}
\end{equation*}
$$

Equation (49) and its reversal equation [Eq. (69)] have the same form when the truncation errors $O\left(\varepsilon^{3}\right)$ are ignored. Therefore, the higher-order moments [Eqs. (31), (45), and (46)] are reasons that the lattice Boltzmann model possesses the reversibility in time and the third-order accuracy of truncation errors.

## III. NUMERICAL EXAMPLES

In this section, we choose a series of numerical experiments to test this method for the two-dimensional model.

## A. Two-dimensional wave

Consider the two-dimensional wave equation,

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial t^{2}}=C_{s}^{2} \nabla^{2} \psi, \quad 0<x<1, \quad 0<y<1, \quad t>0 \tag{70a}
\end{equation*}
$$

Its initial condition and boundary conditions are

$$
\begin{gather*}
\psi(x, y, 0)=\sin \pi x \sin \pi y  \tag{70b}\\
\psi(0, y, t)=\psi(1, y, t)=0  \tag{70c}\\
\psi(x, 0, t)=\psi(x, 1, t)=0  \tag{70d}\\
\frac{\partial \psi(x, y, 0)}{\partial t}=0 \tag{70e}
\end{gather*}
$$

The analytical solution is

$$
\begin{equation*}
\psi(x, y, t)=\sin (\pi x) \sin (\pi y) \cos \left(\sqrt{2} \pi C_{s} t\right) \tag{71}
\end{equation*}
$$

In Fig. 2, the comparison of exact solution and LBM result is given. Figure 2(a) is the exact solution. Figure 2(b) is the LBM result. In addition, in order to see the comparison in


FIG. 2. Comparison of exact solution and the LBM result of two-dimensional wave equation. (a) Exact solution and (b) LBM result of wave equation. (c) is the curve of the infinite norm of the relative error $\|e\|_{\infty}$ versus the Knudsen number $\varepsilon$. Parameters are $c$ $=3.0$, lattice size $100 \times 100$ for (a) and (b), $\tau=0.5, C_{s}=0.01$, and $t$ $=0.6$.
detail, we define the relative error as $e=\left|\left(\psi^{N}-\psi^{E}\right) / \psi^{E}\right|$ and plot the curve of the infinite norm of the relative error $\|e\|_{\infty}$ versus the Knudsen number $\varepsilon$ to the example, at $x=0.6, t$ $=0.6$ [see Fig. 2(c)], where $\psi^{N}$ and $\psi^{E}$ are the LBM result and exact solution, respectively. If $c=3.0$ is fixed, the spatial step $\Delta x=c \varepsilon$ is proportional to the Knudsen number $\varepsilon$. Thus, Fig. 2(c) shows the relation between the truncation error and the spatial step. It provides a qualitative trend of the numerical order of convergence. We can find that the LBM result is in close agreement with exact solution.

## B. Simulations for the interference, diffraction, Young's experiment, and go-through convex lens

Let us consider a rectangle region. The boundary conditions of the variables are divided into two kinds of cases: (1) left, right, upper, and bottom boundary and (2) solid wall boundary. For case (1), the Neumann boundary conditions are employed; for case (2) we use the Dirichlet boundary condition as velocity $u_{j}=0$ and density $\rho=0$.

In the numerical simulations, the region is adjusted to $[0,2] \times[0,1]$. We select the square lattice, and the lattice size is $200 \times 100$, thus $\Delta x=\Delta y=0.01$.

## 1. Interference of two point sources

The experiment is done at the conditions of the unit mass of particle selected as $m=\frac{3}{16}$ and the refraction ratio set as


FIG. 3. (Color online) The interference pattern of two point sources at time $t=300 \Delta t$ by using lattice Boltzmann method. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5, n=1.0$, and $m=\frac{3}{16}$. The number of color levels is 30 .
$n=1.0$. And so are the remains except for the example of lens $n=1.8$. Two point sources are located at $(60 \Delta x, 40 \Delta y)$ and ( $60 \Delta x, 70 \Delta y$ ). They are

$$
\begin{equation*}
\rho(60 \Delta x, 40 \Delta y, t)=\rho(60 \Delta x, 70 \Delta y, t)=\sin (\omega t) \tag{72}
\end{equation*}
$$

In Eq. (72), $\omega=2 \pi / T$, where $T=10 \Delta t$ is the period, $\Delta t$ is the time step. The boundary conditions are Neumann conditions, i.e.,

$$
\begin{aligned}
& \frac{\partial F(0, y, t)}{\partial x}=0, \quad \frac{\partial F(2, y, t)}{\partial x}=0 \\
& \frac{\partial F(x, 0, t)}{\partial y}=0, \quad \frac{\partial F(x, 1, t)}{\partial y}=0
\end{aligned}
$$

where $F$ denotes small perturbation variables: density $\rho$, pressure $p$, and flow velocity components in $\mathbf{x}$ and $\mathbf{y}$ directions, $u$ and $v$, respectively. In Fig. 3, we plot the contours of $\rho$ at $t=300 \Delta t$ by using lattice Boltzmann method. It is the interference pattern of two point sources.

## 2. Diffraction of single hole

At 80 cells away from the left boundary a baffle plate with a hole of five cells is inserted. In the test, we use a point source at $(30 \Delta x, 50 \Delta y)$. It has the same vibration as Eq. (72). We can observe that wave can go through the hole into the right region and form the pattern of diffraction (see Fig. 4).


FIG. 4. (Color online) The diffraction pattern of single hole at time $t=500 \Delta t$ by using lattice Boltzmann method. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5, n=1.0$, and $m=\frac{3}{16}$. The number of color levels is 50 .



FIG. 5. (Color online) (a) The interference pattern of the double slit by using lattice Boltzmann method. (b) The interference pattern of the LMB result with a point source at time $t=3000 \Delta t$. The interference pattern of the LBM result with the line segment source at time $t=1000 \Delta t$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size 200 $\times 100, \tau=0.5, n=1.0$, and $m=\frac{3}{16}$. The number of color levels is 50 .

## 3. Interference of the double-slit

In this test, at 100 cells away from the left boundary a baffle plate with two holes of six cells is inserted. The center of holes are $(100 \Delta x, 30 \Delta y)$ and $(100 \Delta x, 70 \Delta y)$. We use two kinds of wave sources to observe the phenomenon of interference: a point source and a line segment source. The point source is located at $(20 \Delta x, 50 \Delta y)$. The line segment source is located at $x=5 \Delta x$ from $y=0$ to $y=100 \Delta y$. They have the same vibration as Eq. (72). In these two circumstances, the interference appears (see Fig. 5). Figure 5(a) is the interference of the double slit with a point source. Figure 5(b) is the interference of the double slit with the line segment source. The figure demonstrates that the wave cannot only go through the two holes into the right region, but then the similar interference phenomena appear.

## 4. Young's experiment

In this simulation, two baffle plates are inserted. The first baffle plate is located at $x=60 \Delta x$ with a hole of six cells. The center of the hole is $(60 \Delta x, 48 \Delta y)$. The second baffle plate is located at $x=120 \Delta x$ with two holes of six cells. The centers of the holes are $(120 \Delta x, 43 \Delta y)$ and $(120 \Delta x, 68 \Delta y)$. We employ a point source located at $(20 \Delta x, 50 \Delta y)$ with the same vibration as Eq. (72). The result of lattice Boltzmann simulation is shown in Fig. 6. From this pattern, we can see that the wave can go through the holes of two baffle plates and into the middle and the right regions. Though the wave intensity is weakened as it goes through the holes, it can also be regarded as a source to produce the phenomena of diffraction and interference.

## 5. Light go through a convex lens

As to the results of light go through a convex lens, we simulate two cases: (1) the light starting from a point source


FIG. 6. (Color online) The pattern of the Young's experiment by using lattice Boltzmann method with a point source at time $t$ $=2000 \Delta t$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau$ $=0.5, n=1.0$, and $m=\frac{3}{16}$. The number of color levels is 85 .
goes through a convex lens and becomes plane light. The convex lens is located at $x=50 \Delta x$. The point source is located at $(65 \Delta x, 50 \Delta y)$. The result of LBM is given in Fig. 7(a). (2) Plane light goes through a convex lens and focuses on the focus. The convex lens is located at $x=100 \Delta x$. The line segment source is located at $x=5 \Delta x$ from $y=0$ to $y$ $=100 \Delta y$. The result of LBM is given in Fig. 7(b). We can find the focus of the convex lens.

## C. Computation of truncation error of the LBM

In order to compute the truncation error of the LBM, we employ the numerical results of the alternating direction implicit (ADI) Fairweather-Mitchell scheme [58] as exact numerical results. The absolute error is defined as $R=\left(\rho_{N}\right.$ $-\rho_{A}$ ), where $\rho_{N}, \rho_{A}$ are the density of the LBM result and that of the ADI Fairweather-Mitchell scheme result, respec-


FIG. 7. (Color online) (a) The pattern of light go through a convex lens by using lattice Boltzmann method. (b) Point light source goes through the convex lens at time $t=2000 \Delta t$. Plane light source goes through the convex lens at time $t=2000 \Delta t$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5$, the refraction ratio $n=1.8$, and $m=\frac{3}{16}$. The number of color levels is 85 .


FIG. 8. (a) is the comparison between density by the ADI Fairweather-Mitchell scheme and the LBM result, the result by the second-order model in Ref. [41]. (b) is the curves of the absolute errors of the LBM model and the second-order model. (c) is the curves of the coefficient $k$ versus vertical position $y$ at $x=180 \Delta x$. (d) is the curves of the infinite norm of the absolute error $\|\widetilde{e}\|_{\infty}$ versus the Knudsen number $\varepsilon$ with a fixed $c=3.0$ at $x=0.18,0$ $<y<1$. Parameters are $c=3.0$, lattice size $200 \times 100$ for (a)-(c), $\tau$ $=0.5$, time $t=1000 \Delta t, n=1.0$, and $m=\frac{3}{16}$.
tively. Let us consider the interference of the double slit of the two-dimensional wave propagation in the region [0,2] $\times[0,1]$. The lattice size is set as $200 \times 100$. In this test, at 100 cells away from the left boundary a baffle plate with two holes of six cells is inserted. The centers of holes are located at $(100 \Delta x, 30 \Delta y)$ and $(100 \Delta x, 70 \Delta y)$. The line segment source is located at $x=5 \Delta x$ from $y=0$ to $y=100 \Delta y$, with the vibration $\sin (\omega t)$. The interference pattern of the LBM result at time $t=1000 \Delta t$ has been plotted in Fig. 5(b).

In Fig. 8(a), the comparison of the density by the ADI Fairweather-Mitchell scheme, the LBM result in this paper, and the result by the second-order model in Ref. [41] is given. In this figure, the region is $x=180 \Delta x, 0<y<100 \Delta y$, the solid line is the result of the ADI Fairweather-Mitchell scheme, and circles and triangle are the LBM result and the second-order model in Ref. [41], respectively. We find that the LBM in this paper is the same as the second-order model. Nevertheless, by further comparison, we find that absolute errors $R$ are different in Fig. 8(b). The absolute errors of the second-order model are in the scope of $\left(-6.0 \times 10^{-3}, 6.0\right.$ $\times 10^{-3}$ ), but the absolute errors of this model are in an even smaller scope.

In order to examine the order of the truncation error for the model, we define the coefficient $k$ as the proportion of the truncation error to the order of the model in the Knudsen
number $\varepsilon$. That is, $k=e_{1} / \varepsilon^{2}$ for the second-order model and $k=e_{2} / \varepsilon^{3}$ for the third-order model, where $e_{1}$ and $e_{2}$ are the truncation errors of the second-order model and the thirdorder model, respectively. It is clear that truncation error is $O\left(\varepsilon^{3}\right)$ for this model when $k$ is a finite number. In Fig. 8(c), we plot curves of the coefficient versus vertical position $y$ at $x=180 \Delta x$. We find that the coefficient $k$ of this model is within the scope of $(-1.0,1.0)$. The result shows the model possesses the third-order accuracy of truncation errors. At the same time, we find that the second-order model possesses the second-order accuracy of truncation errors.

We also plot the curves of the infinite norm of the absolute error $\|\widetilde{e}\|_{\infty}$ versus the Knudsen number $\varepsilon$ with a fixed $c$ $=3.0$ at $x=0.18,0<y<1$ [see Fig. 8(d)]. The absolute error is defined as $\tilde{e}=\left|\rho_{N}(0.18, y)-\rho_{A}(0.18, y)\right|$, where $\rho_{N}$ is the density of the LBM result and $\rho_{A}$ is the numerical result of the ADI Fairweather-Mitchell scheme. Thus, this figure shows the relation between the truncation error and the lattice size and provides a qualitative trend of the numerical order of convergence. From Fig. 8(d), we can see that the LBM results agree well with ADI Fairweather-Mitchell scheme solution.

## D. Reversibility in time

In order to compute the reversibility in time, we introduce two kinds of procedures, direct evolution and inverse evolution. For convenience, the lattice Boltzmann equation [Eq. (7)] can be rewritten as the following form:

$$
\begin{align*}
f_{\alpha}(\mathbf{x}, t)= & f_{\alpha}\left(\mathbf{x}-\Delta t \mathbf{e}_{\alpha}, t-\Delta t\right) \\
& -\frac{1}{\tau}\left[f_{\alpha}\left(\mathbf{x}-\Delta t \mathbf{e}_{\alpha}, t-\Delta t\right)-f_{\alpha}^{e q}\left(\mathbf{x}-\Delta t \mathbf{e}_{\alpha}, t-\Delta t\right)\right] \tag{73}
\end{align*}
$$

Equation (73) is regarded as the direct evolution. By using $-\Delta t$ instead of $\Delta t$, the inverse evolution lattice Boltzmann equation is obtained,

$$
\begin{align*}
f_{\alpha}(\mathbf{x}, t-\Delta t)= & f_{\alpha}\left(\mathbf{x}+\Delta t \mathbf{e}_{\alpha}, t\right) \\
& -\frac{1}{\tau}\left[f_{\alpha}\left(\mathbf{x}+\Delta t \mathbf{e}_{\alpha}, t\right)-f_{\alpha}^{e q}\left(\mathbf{x}+\Delta t \mathbf{e}_{\alpha}, t\right)\right] . \tag{74}
\end{align*}
$$

The difference of direct evolution [Eq. (7)] and inverse evolution [Eq. (74)] is the flux procedure in computation. Therefore, we use two kinds of flux procedures, direct flux and inverse flux; they are $f_{\alpha}(\mathbf{x}, t+\Delta t) \Leftarrow f_{\alpha}\left(\mathbf{x}-\Delta t \mathbf{e}_{\alpha}, t+\Delta t\right)$ and $f_{\alpha}(\mathbf{x}, t-\Delta t) \Leftarrow f_{\alpha}\left(\mathbf{x}+\Delta t \mathbf{e}_{\alpha}, t-\Delta t\right)$, respectively.

Consider a rectangle region $[0,200 \Delta x] \times[0,100 \Delta y]$, where $\Delta x=\Delta y=0.01$. The line segment source is located at $x=5 \Delta x$ from $y=0$ to $y=100 \Delta y$ with source $\sin (\omega t)$. The simulation is divided into two procedures: (1) direct evolution from $t=0$ to $t=200 \Delta t$ and (2) inverse evolution without the line segment source from the state of the direct evolution at $t=200 \Delta t$ to $t=0$. We give attention to two kinds of errors, the residue errors and the recovery errors; they are $e=\mid \rho_{D}$ $-\rho_{I} \mid$ and $R=\left|S_{D}-S_{I}\right|$, where $\rho_{D}, \rho_{I}$ are the densities of the direct evolution and inverse evolution at the same moment,


FIG. 9. (Color online) (a) The pattern of density for the direct evolution from a static velocity field to $t=200 \Delta t$. (b) The pattern of density for the inverse evolution without the line segment source from the state of the direct evolution at $t=200 \Delta t$ to $t=100 \Delta t$. (c) The pattern of density for the inverse evolution without the line segment source from the state of the direct evolution at $t=200 \Delta t$ to $t=0$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5, n=1.0$, and $m=\frac{3}{16}$. The number of color levels is 10 .
respectively, and $S_{D}, S_{I}$ are the densities of the direct evolution and inverse evolution near the source at the same moment, respectively.

In Fig. 9(a), we plot the pattern of density for the direct evolution from a static velocity field to $t=200 \Delta t$. The wave front is within $x<150 \Delta x$. Figure 9(b) is the pattern of density for the inverse evolution without the line segment source from the state of the direct evolution at $t=200 \Delta t$ to $t$ $=100 \Delta t$. After the wave inversion, the phenomena of the wave front moving back away and the disturbance waves in the residue region are found. Figure 9(c) is the pattern of density for the inverse evolution without the line segment source from the state of the direct evolution at $t=200 \Delta t$ to $t=0$. In the case of Fig. 9(c), the waves have vanished, but the disturbance waves are still remaining.

We also plot the curve of the residue errors $e=\left|\rho_{D}-\rho_{I}\right|$ versus $X$ axis with a fixed $y=50 \Delta y$ at $t=100 \Delta t$ [see Fig. 10(a)]. Four parts of the curve are show: (1) on the left of the source, the wave remains in the scope of $(0,0.1)$, (2) in the region of wave motion, the wave still exists, (3) in the residue region, the wave remains within the scope of $(0,0.025)$, and (4) in the rest region, the residue errors are zero. In Fig. 10(b), we plot the curve of the residue errors $e=\left|\rho_{D}-\rho_{I}\right|$ versus $X$ axis with a fixed $y=50 \Delta y$ at $t=200 \Delta t$. In this case, the residue errors reduce into the scope of $(0,0.005)$.

The curve of the recovery errors $R=\left|S_{D}-S_{I}\right|$ versus $Y$ axis with a fixed $x=20 \Delta x$ at $t=100 \Delta t$ is given [see Fig. 11(a)]. We find that wave recovery errors are in the scope of $(0,0.04)$. In Fig. 11(b), we plot the curve of the recovery errors $R=\left|S_{D}-S_{I}\right|$ versus $Y$ axis with a fixed $x=20 \Delta x$ at
$t=200 \Delta t$. At $t=200 \Delta t$, the recovery errors are in the scope of (0,0.04).

From Figs. 9-11, we find the lattice Boltzmann model possesses the reversibility in time in the sense of the small residue errors and small recovery errors.

## E. Damped sound

In the small perturbation flows, the fluid medium is assumed to have an undisturbed state of rest, with uniform properties, density $\rho_{0}$, pressure $p_{0}$, and velocity $\mathbf{v}_{0}=0$. The acoustic motions produce deviations from the uniform state


FIG. 10. (a) The curve of the residue errors $e=\left|\rho_{D}-\rho_{I}\right|$ versus $X$ axis with a fixed $y=50 \Delta y$ at $t=100 \Delta t$. (b) The curve of the residue errors $e=\left|\rho_{D}-\rho_{I}\right|$ versus $X$ axis with a fixed $y=50 \Delta y$ at $t=200 \Delta t$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5$, $n=1.0$, and $m=\frac{3}{16}$.


FIG. 11. (a) The curve of the recovery errors $R=\left|S_{D}-S_{I}\right|$ versus $Y$ axis with a fixed $x=20 \Delta x$ at $t=100 \Delta t$. (b) The curve of the recovery errors $R=\left|S_{D}-S_{I}\right|$ versus $Y$ axis with a fixed $x=20 \Delta x$ at $t$ $=200 \Delta t$. The coordinates are denoted by the numbers of cells in $x$ and $y$ directions. Parameters are $c=3.0$, lattice size $200 \times 100, \tau$ $=0.5, n=1.0$, and $m=\frac{3}{16}$.
which are called small perturbations, thus the instantaneous local density $\rho$, pressure $p$, and velocity $\mathbf{v}$ are given by

$$
\begin{equation*}
\rho=\rho_{0}+\tilde{\rho}, \quad p=p_{0}+\tilde{p}, \quad \mathbf{v}=\mathbf{v}_{0}+\widetilde{\mathbf{v}} \tag{75}
\end{equation*}
$$

where $\tilde{\rho}, \widetilde{p}$, and $\widetilde{\mathbf{v}}$ are the small perturbation in density, pressure, and velocity, respectively. According to the derivation for the conditions of the higher-order moments in Appendix, Eqs. (34) and (35) will be

$$
\begin{gather*}
\frac{\partial \widetilde{\rho}}{\partial t}+\rho_{0} \frac{\partial \widetilde{u}_{j}}{\partial x_{j}}=O\left(\varepsilon^{4}\right)  \tag{76}\\
\rho_{0} \frac{\partial \widetilde{u}_{i}}{\partial t}+c_{s}^{2} \frac{\partial \rho \delta_{i j}}{\partial x_{j}}=-R_{3}+O\left(\varepsilon^{4}\right) \tag{77}
\end{gather*}
$$

In Eq. (77), $R_{3}$ is

$$
\begin{equation*}
R_{3}=\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}+9 \beta\right) \rho_{0} \frac{\partial^{3}}{\partial x_{i} \partial x_{j} \partial x_{j}}\left(\frac{\partial}{\partial x_{k}} \tilde{u}_{k}\right) \tag{78}
\end{equation*}
$$

Equations (76) and (77) are the sound propagation equations. The viscous damping term is $-R_{3}$.

In Ref. [2], the correct scaling is given. Based on the correct scaling expression, those scales are

$$
\begin{equation*}
x_{j}=\delta^{-1} x_{j}^{\prime}, \quad t=\delta^{-1} t^{\prime}, \quad \tilde{\rho}=\delta^{a} \rho^{\prime}, \quad \tilde{u}_{j}=\delta^{a} u_{j}^{\prime} \tag{79}
\end{equation*}
$$

where $a>0$ and $\delta$ is a small parameter. $x_{j}^{\prime}, t^{\prime}, \rho^{\prime}$, and $u_{j}^{\prime}$ are dimensionless spatial coordinate, time, density, and velocity, respectively. For the undamped sound waves, we assume that the sound wave equations are the scale $\delta^{a+1}$, thus, we have $a>0$. On the other hand, the viscous damping term is

$$
\begin{equation*}
R_{3}=O\left(\delta^{a+4}\right)=O\left(\varepsilon^{4}\right) \tag{80}
\end{equation*}
$$

Selecting $\delta=\varepsilon$, then we obtain $a>0$. Therefore, density and velocity perturbations with amplitudes $o(1)$ on temporal and spatial scales $O(\delta)$ propagate as sound waves with speed $c_{s}$. The analyses are in full agreement with the results in the literature [2].

Let us consider a rectangle region [0,200 $\Delta x$ ] $\times[0,100 \Delta y]$, where $\Delta x=\Delta y=0.01$. The line segment source is located at $x=5 \Delta x$ from $y=0$ to $y=100 \Delta y$ with source $\sin (\omega t)$. We plot the curve of the perturbation density $\widetilde{\rho}$ ver-


FIG. 12. The curve of the perturbation density $\widetilde{\rho}$ versus time steps with a fixed $x=100 \Delta x, y=50 \Delta y$ from time steps $N=9800$ to $N=10000$. Parameters are $c=3.0$, lattice size $200 \times 100, \tau=0.5, n$ $=1.0$, and $m=\frac{3}{16}$.
sus time steps with a fixed $x=100 \Delta x, y=50 \Delta y$ from time steps $N=9800$ to $N=10000$ (see Fig. 12). The result shows that sound wave is undamped sound wave.

## IV. CONCLUSION

In this paper, a lattice Boltzmann model with the thirdorder accuracy for wave propagation is proposed. In this model, we employ the higher-order moment method. The method is based on the solution of a series of partial differential equations obtained by using multiscale technique and Chapman-Enskog expansion. In order to obtain the lattice Boltzmann model for the wave equation with higher-order accuracy of truncation errors, we removed the second-order dissipation term and the third-order dispersion term by employing the moments up to fourth order. The reversibility in time appears owing to the absence of the second-order dissipation term and the third-order dispersion term. The sound wave and damped sound are discussed. In this model, the sound wave is undamped. Numerical examples show the interference, diffraction, and wave passing through a convex lens. On the other hand, the numerical results show that this model possesses the reversibility in time and without damp in propagation.

Though the intensity of wave is weakened as it passes through the holes of baffle plates, the optical phenomena can be observed clearly. It indicates that the model with such accuracy can be used to simulate wave propagation sufficiently.

The goal of the paper is to provide an effective numerical method for wave propagation and an idea of how to simulate light wave propagation. Perhaps, this feature can be demonstrated more strikingly by the Maxwell equations in electrodynamics. These are our future works.
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## APPENDIX

From Eq. (36), we have

$$
\begin{align*}
& E_{1}=0,  \tag{A1}\\
& T_{2}=\frac{\partial E_{1}}{\partial t}-\frac{\partial R_{1}}{\partial x_{i}}=-\frac{\partial R_{1}}{\partial x_{i}}=-\frac{\partial}{\partial x_{i}} \varepsilon C_{2} \frac{\partial}{\partial x_{k}}\left(\frac{\partial \pi_{k i}^{0}}{\partial t_{0}}+\frac{\partial P_{i j k}^{0}}{\partial x_{j}}\right) \\
&=-\varepsilon C_{2} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}}\left(\frac{\partial \lambda m \rho \delta_{k i}}{\partial t_{0}}+\frac{\partial P_{i j k}^{0}}{\partial x_{j}}\right) \\
&=-\varepsilon C_{2} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}}\left(-\lambda m \delta_{k i} \frac{\partial \rho u_{j}}{\partial x_{j}}+\frac{\partial P_{i j k}^{0}}{\partial x_{j}}\right) . \tag{A2}
\end{align*}
$$

Substituting $P_{i j k}^{0}=\frac{1}{3} \lambda m \rho\left(u_{i} \delta_{j k}+u_{j} \delta_{i k}+u_{k} \delta_{i j}\right)$ into Eq. (A2), then

$$
\begin{align*}
T_{2}= & -\varepsilon C_{2} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{j}}\left(-\lambda m \delta_{k i} \rho u_{j}+P_{i j k}^{0}\right) \\
= & -\lambda m \varepsilon C_{2} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{j}}\left(-\frac{2}{3} \delta_{k i} \rho u_{j}+\frac{1}{3} \delta_{k j} \rho u_{i}+\frac{1}{3} \delta_{i j} \rho u_{k}\right) \\
= & -\lambda m \varepsilon C_{2}\left[-\frac{2}{3} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{j}} \rho u_{j}+\frac{1}{3} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{i}} \rho u_{i}\right. \\
& \left.\left.+\frac{1}{3} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \rho u_{k}\right)\right]=0 . \tag{A3}
\end{align*}
$$

Equation (44) becomes

$$
\begin{align*}
T_{3}= & \frac{\partial E_{2}}{\partial t}-\frac{\partial R_{2}}{\partial x_{i}}=\frac{\partial E_{2}}{\partial t}-\frac{\partial}{\partial x_{i}} \\
& \times\left[\varepsilon^{2} \sum_{\alpha} m_{\alpha}\left(2 C_{2} \Delta \frac{\partial}{\partial t_{1}} f_{\alpha}^{(0)}+C_{3} \Delta^{3} f_{\alpha}^{(0)}\right) e_{\alpha i}\right] \\
= & \frac{\partial E_{2}}{\partial t}-\varepsilon^{2} C_{3} \frac{\partial}{\partial x_{i}} \sum_{\alpha} m_{\alpha} \Delta^{3} f_{\alpha}^{(0)} e_{\alpha i}, \tag{A4}
\end{align*}
$$

where

$$
\begin{align*}
E_{2}= & \varepsilon^{2} \sum_{\alpha} m_{\alpha}\left(C_{3} \Delta^{3}+2 C_{2} \Delta \frac{\partial}{\partial t_{1}}\right) f_{\alpha}^{(0)} \\
= & \varepsilon^{2} C_{3} \sum_{\alpha}\left(\frac{\partial}{\partial t_{0}}+e_{\alpha j} \frac{\partial}{\partial x_{j}}\right)^{3} f_{\alpha}^{(0)} m_{\alpha} \\
= & \varepsilon^{2} C_{3} \frac{\partial}{\partial t_{0}}\left[\frac{\partial}{\partial t_{0}}\left(\frac{\partial \rho}{\partial t_{0}}+\frac{\partial \rho u_{j}}{\partial x_{j}}\right)+\frac{\partial}{\partial x_{m}}\left(\frac{\partial \rho u_{m}}{\partial t_{0}}+\frac{\partial \pi_{j m}^{0}}{\partial x_{j}}\right)\right] \\
& +\frac{\partial}{\partial x_{k}}\left[\frac{\partial}{\partial t_{0}}\left(\frac{\partial \rho u_{k}}{\partial t_{0}}+e_{\alpha j} \frac{\partial \pi_{k j}^{0}}{\partial x_{j}}\right)+\frac{\partial}{\partial x_{m}}\left(\frac{\partial \pi_{k m}^{0}}{\partial t_{0}}+\frac{\partial P_{j k m}^{0}}{\partial x_{j}}\right)\right] \\
= & \varepsilon^{2} C_{3} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{m}}\left(\frac{\partial \pi_{k m}^{0}}{\partial t_{0}}+\frac{\partial P_{j k m}^{0}}{\partial x_{j}}\right)=0, \tag{A5}
\end{align*}
$$

$$
\begin{align*}
\sum_{\alpha} m_{\alpha} \Delta^{3} f_{\alpha}^{(0)} e_{\alpha i}= & C_{2} \sum_{\alpha}\left(\frac{\partial}{\partial t_{0}}+e_{\alpha j} \frac{\partial}{\partial x_{j}}\right)^{3} f_{\alpha}^{(0)} m_{\alpha} e_{\alpha i} \\
= & \frac{\partial}{\partial t_{0}}\left[\frac{\partial}{\partial x_{m}}\left(\frac{\partial \pi_{i m}^{0}}{\partial t_{0}}+\frac{\partial P_{i j m}^{0}}{\partial x_{j}}\right)\right] \\
& +\frac{\partial}{\partial x_{k}}\left[\frac{\partial}{\partial t_{0}}\left(\frac{\partial \pi_{i k}^{0}}{\partial t_{0}}+e_{\alpha j} \frac{\partial P_{k i j}^{0}}{\partial x_{j}}\right)\right. \\
& \left.+\frac{\partial}{\partial x_{m}}\left(\frac{\partial P_{i k m}^{0}}{\partial t_{0}}+\frac{\partial Q_{i j k m}^{0}}{\partial x_{j}}\right)\right] . \tag{A6}
\end{align*}
$$

Substituting $Q_{i j k l}^{0}=\frac{1}{3} \lambda^{2} m^{2} \rho\left(\delta_{i j} \delta_{k l}+\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right) \quad$ into Eq. (A6), we have

$$
\begin{align*}
T_{3}= & -\varepsilon^{2} C_{3} \frac{\partial}{\partial x_{i}} \sum_{\alpha} m_{\alpha} \Delta^{3} f_{\alpha}^{(0)} e_{\alpha i}=-\varepsilon^{2} C_{3} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{m}} \\
& \times\left[-\frac{1}{3}(\lambda m)^{2} \frac{\partial \rho}{\partial x_{j}}\left(\delta_{j k} \delta_{i m}+\delta_{j m} \delta_{i k}+\delta_{i j} \delta_{k m}\right)+\frac{\partial Q_{i j k m}^{0}}{\partial x_{j}}\right]=0 \tag{A7}
\end{align*}
$$

The error $T_{4}$ is

$$
\begin{align*}
T_{4}= & \frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}}=\frac{\partial}{\partial t}\left[\varepsilon^{3} \sum_{\alpha} m_{\alpha}\left(C_{4} \Delta^{4} f_{\alpha}^{(0)}+C_{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)}\right)\right] \\
& -\frac{\partial}{\partial x_{i}}\left[\varepsilon^{3} \sum_{\alpha} m_{\alpha}\left(C_{4} \Delta^{4} f_{\alpha}^{(0)}+C_{2} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)}\right) e_{\alpha i}\right] \tag{A8}
\end{align*}
$$

In Eq. (A8),

$$
\begin{align*}
\sum_{\alpha} m_{\alpha} \Delta^{4} f_{\alpha}^{(0)}= & \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{m}}\left(\frac{\partial P_{i k m}^{0}}{\partial t_{0}}+\frac{\partial Q_{i j k m}^{0}}{\partial x_{j}}\right)=0  \tag{A9}\\
\sum_{\alpha} m_{\alpha} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)} & =\frac{\partial}{\partial t_{1}} \frac{\partial}{\partial t_{1}} \sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)} \\
& =\frac{\partial}{\partial t_{1}}\left(-C_{2} \sum_{\alpha} m_{\alpha} \Delta^{2} f_{\alpha}^{(0)}\right)=0 \tag{A10}
\end{align*}
$$

$\sum_{\alpha} m_{\alpha} \frac{\partial^{2}}{\partial t_{1}^{2}} f_{\alpha}^{(0)} e_{\alpha i}=\frac{\partial}{\partial t_{1}} \frac{\partial}{\partial t_{1}} \sum_{\alpha} m_{\alpha} f_{\alpha}^{(0)} e_{\alpha i}$

$$
\begin{equation*}
=\frac{\partial}{\partial t_{1}}\left(-C_{2} \sum_{\alpha} m_{\alpha} \Delta^{2} f_{\alpha}^{(0)} e_{\alpha i}\right)=0 \tag{A11}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
E_{3}=0 \tag{A12}
\end{equation*}
$$

$$
\begin{equation*}
T_{4}=-\frac{\partial}{\partial x_{i}}\left[\varepsilon^{3} \sum_{\alpha} m_{\alpha} C_{4} \Delta^{4} f_{\alpha}^{(0)} e_{\alpha i}\right]=-\varepsilon^{3} C_{4} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{m}} \frac{\partial}{\partial x_{j}}\left(\frac{\partial Q_{i j k m}^{0}}{\partial t_{0}}+\frac{\partial R_{i j k m l}^{0}}{\partial x_{l}}\right) \tag{A13}
\end{equation*}
$$

In Eq. (A13),

$$
\begin{gather*}
\frac{\partial Q_{i j k m}^{0}}{\partial t_{0}}=\frac{\partial}{\partial t_{0}}\left[\frac{1}{3} \lambda^{2} m^{2} \rho\left(\delta_{i j} \delta_{k m}+\delta_{i k} \delta_{j m}+\delta_{i m} \delta_{j k}\right)\right]=\frac{1}{3} \lambda^{2} m^{2}\left(\delta_{i j} \delta_{k m}+\delta_{i k} \delta_{j m}+\delta_{i m} \delta_{j k}\right)\left(-\frac{\partial \rho u_{l}}{\partial x_{l}}\right),  \tag{A14}\\
R_{i j k m l}^{0}=\sum_{\alpha} m_{\alpha} f_{\alpha}^{0} e_{\alpha i} e_{\alpha j} e_{\alpha k} e_{\alpha m} e_{\alpha l}=\sum_{\alpha} m\left(A_{2} \rho e_{\alpha n} u_{n} e_{\alpha i} e_{\alpha j} e_{\alpha k} e_{\alpha m} e_{\alpha l}+B_{2} \rho e_{\alpha n} u_{n} e_{\alpha i} e_{\alpha j} e_{\alpha k} e_{\alpha m} e_{\alpha l}\right) \\
=m \frac{b c^{6} \Delta_{i j k m l n}}{D(D+2)(D+4)} \rho u_{n}\left(A_{2}+64 B_{2}\right)=m \frac{b c^{6} \Delta_{i j k m l n}}{D(D+2)(D+4)} \rho u_{n} \frac{1}{12 b c^{4} m}\left[-48 D c^{2}+20 D(D+2) \lambda m\right] \\
=  \tag{A15}\\
\frac{c^{2} \Delta_{i j k m l n}}{D(D+2)(D+4)} \rho u_{n} \frac{1}{12}\left[-48 D c^{2}+20 D(D+2) \lambda m\right]=\frac{c^{2} \Delta_{i j k m l n}}{D(D+2)(D+4)} \rho u_{n}\left[-4 D c^{2}+\frac{5}{3} D(D+2) \lambda m\right] .
\end{gather*}
$$

Therefore,

$$
\begin{align*}
T_{4} & =-\varepsilon^{3} C_{4} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{m}} \frac{\partial}{\partial x_{j}}\left[\frac{1}{3} \lambda^{2} m^{2}\left(\delta_{i j} \delta_{k m}+\delta_{i k} \delta_{j m}+\delta_{i m} \delta_{j k}\left(-\frac{\partial \rho u_{l}}{\partial x_{l}}\right)+\frac{\partial R_{i j k m l}^{0}}{\partial x_{l}}\right]\right. \\
& =-\varepsilon^{3} C_{4} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{k}} \frac{\partial}{\partial x_{m}} \frac{\partial}{\partial x_{j}} \frac{\partial}{\partial x_{l}}\left[-\frac{1}{3} \lambda^{2} m^{2} \rho \Delta_{i j k m} u_{l}+3 \beta \rho\left(u_{i} \Delta_{j k l m}+u_{j} \Delta_{i k l m}+u_{k} \Delta_{j i l m}+u_{l} \Delta_{j k i m}+u_{m} \Delta_{j k l i}\right)\right] . \tag{A16}
\end{align*}
$$

We have

$$
\begin{equation*}
T_{4}=\frac{\partial E_{3}}{\partial t}-\frac{\partial R_{3}}{\partial x_{i}}=-\varepsilon^{3} C_{4}\left(-\lambda^{2} m^{2}+9 \beta\right) \nabla^{4}(\boldsymbol{\nabla} \cdot \rho \mathbf{u}) \tag{A17}
\end{equation*}
$$

where $\nabla^{4}=\partial^{4} / \partial x_{i} \partial x_{i} \partial x_{k} \partial x_{k}$ and $\beta=\left[c^{2} / D(D+2)(D+4)\right]\left[-4 D c^{2}+\frac{5}{3} D(D+2) \lambda m\right]$.
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